
ccurately determining one’s position has been a recurrent problem in history 
[1]. It even precedes the first deep-sea navigation attempts of ancient civiliza-
tions and reaches the present time with the issue of legal mandates for the 
location identification of emergency calls in cellular networks and the emer-
gence of location-based services. The science and technology for position-

ing and navigation has experienced a dramatic evolution [2]. The observation of celestial 
bodies for navigation purposes has been replaced today by the use of electromagnetic wave-
forms emitted from reference sources [3]. 

There is a large variety of radio-navigation systems, ranging from legacy ones dating 
from the middle of the last century, such as Decca or Loran, to the ones relying on the 
transmissions from wireless local area network (WLAN) base stations or from the devic-
es found in wireless sensor networks. However, the systems based on satellite transmis-
sions are the ones that play a prominent role today. They are gathered under global 
navigation satellite systems (GNSS). This term refers to all systems (some of them oper-
ational, and others under development) that provide users with positioning information 
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anytime and anywhere around 
the Earth based on signals radi-
ated from satellites. Thanks to 
their global coverage, excellent 
accuracy, and lack of infrastruc-
ture requirements for the user, 
today GNSS is the standard and 
essential tool for navigation, 
with applications in key sectors 
such as transportation (fleet management, en route naviga-
tion), civil engineering (surveying and monitoring of infra-
structures), precision agriculture (yield mapping, monitoring 
of chemical distributions), or time reference, just to mention 
a few. Moreover, the combination of GNSS with other local 
positioning systems and, above all, with communication sys-
tems is spawning new applications, usually found under the 
umbrella of the topic called location-aware or location-based 
services (LBSs). 

From a very simplified perspective, the necessary opera-
tions in a receiver of a radio-navigation system and, in particu-
lar, in a GNSS receiver, can be cast as a set of signal processing 
problems in detection (to determine which transmitters are 
received), in estimation (to accurately measure and track the 
parameters of the received signals), and in optimization (to 
obtain the position from the equations that link the position 
coordinates with the signal parameters). Unlike the case with 
communication receivers and in spite of being a very rich 
topic in signal processing problems, the use of GNSS signals 
and the design of GNSS receivers has not been widely 
addressed by the signal processing community. With some 
notable exceptions (see e.g., the special issue [4]), most 
research related to GNSS has stayed in the realm of applied 
physics and mathematics, and geodesy. 

In recent years, two trends have been observed. On one 
hand, there is an increased interest among the signal process-
ing community in positioning problems [5]–[7]. On the other 
hand, the success of GNSS in many applications has triggered 
the demand for making GNSS receivers operational indoors. 
However, GNSS have been designed to function in outdoor 
scenarios, and hence their use indoors poses important chal-
lenges. We believe that these problems can be attractive to sig-
nal processing engineers and researchers, and that our 
community can provide innovative solutions for many of them. 

The goal of this article is twofold. The first half aims at pre-
senting the foundations of GNSS, devoting special attention to 
the signal and receiver aspects. This will help the reader to have 
an overview of the current status of GNSS and the moderniza-
tion plans from the receiver-side perspective. The second half of 
the article has the objective of presenting in detail the main sig-
nal processing problems faced by the use of GNSS indoors and 
showing some exemplary solutions. In short, our overall goal is 
to point out topics in sophisticated implementations of GNSS 
receivers where there is room for new technical contributions, 
and therefore to stimulate further research onto this topic with-
in our community. 

OVERVIEW OF GNSS

GENESIS OF GNSS SYSTEMS
The development of GNSS sys-
tems started in the early 1960s, 
with the U.S. Navy’s navigation 
satellite system, also known as 
Transit. Originally intended to 
help the navigation of U.S. sub-

marines, Transit soon became widely adopted by commercial 
marine navigators. However, and most importantly, Transit 
paved the way for the launch of subsequent systems (such as 
Timation and the 621B project) that were called to be the pre-
cursors of the current global positioning system (GPS) [8]. 

GPS was developed by the U.S. Department of Defense (DoD) 
during the 1970s, although it took over 20 years to make it 
operational and even longer to fully realize its implications. The 
result of such a long but profitable period of perseverance is the 
only fully operational GNSS system today. In parallel with GPS, 
the Soviet Union started the development of its own GNSS sys-
tem, GLONASS. Even though its deployment started at roughly 
the same time as GPS, GLONASS fell into disrepair with the col-
lapse of the Soviet Union in 1991, leaving the system useless for 
navigation purposes. In recent years, the Russian government 
committed to restore and maintain the system, but full opera-
tion and global coverage is not expected until 2012. Similarly to 
the American and Russian iniciatives, Europe approved in 2002 
the development of Galileo, a European GNSS system under 
civilian control that is expected to provide high-accuracy global 
coverage and guaranteed performance. There are currently two 
experimental satellites in orbit, and the first two operational sat-
ellites were just launched in October 2011.  

APOGEE OF GNSS SYSTEMS
The resounding success of navigation applications has led the 
GNSS market to experience double-digit growth rates during 
the last two decades [9]. This fact, and the need of governments 
to control their own critical infrastructures, has attracted the 
interest of other countries such as Japan, China, and India in 
developing their own global or regional navigation systems. The 
success of GNSS still continues, now reaching the arena of 
small portable devices, with a market of more than 500 million 
GNSS-enabled mobile phones and 100 million personal naviga-
tion devices in 2011. One of the key drivers behind this expo-
nentially growing trend was, without any doubt, the issue of the 
U.S. Federal Communications Commission (FCC) E911 man-
date in 1996. This mandate, followed later by the European 
E112 recommendation, demands mobile terminals to report 
their position with an accuracy of 50 m for 67% of the time, and 
150 m for 95% of the time. Such a requirement, which was 
independent of the terminal location (both indoors and out-
doors), immediately became a technical and economical chal-
lenge. Moreover, and particularly in Europe, other economic 
reasons were also pushing toward the deployment of LBSs. With 
the E911/E112 infrastructure in place, LBSs are seen by carriers 
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as a way to increase their average 
return per user (ARPU) and thus 
recoup some of their high 
third-generation (3G) licensing 
costs [10]. 

NEED FOR INDOOR 
GNSS RECEIVERS
During the last decade, signifi-
cant efforts have been carried out to develop techniques and 
technologies making mobile phones capable of determining 
their position. An excellent survey of the several wireless posi-
tioning techniques can be found in [11]. Some of them rely on 
local infrastructure and therefore have local coverage. The tech-
niques that have wide coverage are essentially those based on 
the cellular networks and those employing GNSS. The former 
group is commonly referred to as network-based positioning 
and consists of techniques such as observed time difference of 
arrival (OTDOA) and uplink time difference of arrival (UTDOA), 
in second-generation (2G) and 3G networks, respectively. A 
comprehensive review of these techniques was presented in a 
previous special issue of IEEE Signal Processing Magazine [5]. 
As for the latter group, the use of GNSS signals, which provide 
good performance in open sky environments, solves the accura-
cy problems of network-based positioning in rural or scarcely 
populated areas. The use of GNSS in this context has received 
the name of assisted GNSS (AGNSS), and it is currently incor-
porated as part of the 3GPP Release 7 [12]. The main idea 
behind AGNSS consists of using the communication capabilities 
of wireless networks for disseminating assistance data to GNSS-
enabled mobile terminals [13]. This assistance allows a reduc-
tion in the required computational burden and the 
time-to-first-fix (TTFF), while improving the positioning accu-
racy of GNSS receivers. Nevertheless, many challenges do 
appear when moving AGNSS receivers indoors due the severe 
signal degradation. This is a critical aspect, particularly when 
nearly 80% of mobile calls either originate or terminate inside 

buildings. This situation sparked 
the research interest in indoor 
GNSS, and led to the develop-
ment of advanced signal process-
ing techniques for GNSS signals, 
originating the concept of high-
sensitivity GNSS receivers 
(HS-GNSS). 

FOUNDATIONS OF GNSS POSITIONING
Before entering into the problematics of indoor GNSS, it is 
important to introduce the very basic concepts that make GNSS 
positioning possible in its standard outdoor operation. The basis 
of GNSS positioning is the computation of range estimates 
obtained by means of the so-called time-of-arrival (TOA) mea-
surements. That is, the user’s position is determined by measur-
ing the signal propagation delay between each visible satellite 
and the receiver. It is for this reason that time-delay estimation 
becomes a topic of paramount importance in GNSS receivers. 

First, let us present conceptually how a GNSS receiver 
determines the different ranges. Each satellite transmits at 
least one signal with a time stamp associated with it, which we 
denote as ts,i for the ith satellite. At the user’s side, the receiver 
measures the time of reception of the transmitted stamp, tu, i , 
and it obtains an estimate of the propagation delay for the ith 
satellite as ti 8 tu, i 2 ts, i. Then the distance between the satel-
lite and the user can be calculated as di 5 cti, with c being the 
speed of light. 

In practice, a GNSS receiver measures the transmit time of 
the signal and just reads the reception time from an internal 
clock [14, Ch. 5]. The transmit time is obtained by observing 
the specific portion of the signal (recall that the signal is time 
stamped) that is received at the very same instant where the 
receiver is reading its internal clock. The determination of the 
received portion of signal boils down to aligning the incoming 
signal with a local replica of the transmit signal, which is 
essentially known at the receiver except for some amplitude 
changes, and it is therefore a synchronization problem. 

As a first approximation, we can assume that the position of 
each satellite is known in advance. The satellite position can be 
computed using some coefficients known as ephemerides, which 
are transmitted by the satellite itself. Thus, the estimated distance 
provides the radius of the spherical surface centered at the sat-
ellite and containing the user’s location. Actually, this would be 
true if the transmit and receive times were measured in the same 
time scale, but this is not the case. All satellites from the same sys-
tem ideally share the same time scale, which is referred herein as 
the GNSS time. This is due to the control exerted by the ground 
control segment, but this time scale is not available at the re-
ceiver since it is run by an independent clock. Therefore, all range 
measurements di are shifted by an unknown term, expressed as 
c dtu, where dtu represents the offset between the receiver time 
and the GNSS time. Note that the time scale may indeed be differ-
ent from one GNSS system to another [15]. That’s why the term 
“GNSS time” does not refer herein to a common time scale to 

c δ tu
c δ tu

c δ tu

s1 (t – t1)

s2 (t – t2)

s3 (t – t3)

ru

[FIG1] Illustration of the rationale behind GNSS positioning and 
the effect of unknown receiver clock offset.
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all GNSS systems but just to the 
particular time scale of the GNSS 
system under analysis (e.g., either 
GPS or Galileo).

We consider momentarily the 
case of two-dimensional posi-
tioning for the sake of simplicity. 
The spherical surfaces become 
circumferences, which are shown in Figure 1, including the 
effect of the unknown clock offset. The variables to be deter-
mined by the intersection of the circumferences are the posi-
tion coordinates and dtu. It can be seen in the figure that the 
intersecting points of any pair of circumferences change for dif-
ferent values of dtu. However, the key concept underlying 
GNSS positioning is that the three circumferences share a 
unique intersection point for an appropriate value of dtu. 
Rigorously, the intersection need not be unique, but in practi-
cal terms a single intersecting point is considered because the 
other possible intersections occur at places (e.g., thousands of 
kilometers away from the Earth) where the user is sure not to 
be. This means that, in a two-dimensional problem, measure-
ments to at least three satellites are needed to determine the 
user’s position. Applying the same type of arguments, one can 
justify that a minimum number of four satellites is needed to 
compute a three-dimensional (3-D) position. Note that the 
value of dtu is necessarily found as a by-product of the position-
ing process, which means that besides obtaining the position 
the receiver can be synchronized to the GNSS time scale. 

Unfortunately, the measurements di are affected by several 
disturbing effects. As in any receiver, the measurements are 
degraded by interference and noise, but there are some effects 
that are specific of GNSS such as time-delay errors caused by 
clock biases at the satellites, tropospheric and ionospheric 
delays, errors in the satellite ephemerides, relativistic effects, or 
variations of the propagation delay caused by multipath propa-
gation, to mention only the more common ones. In general, the 
various sources of error can be categorized in three main 
groups, depending on whether they have the origin in the satel-
lite and control segments, the propagation of the signal, or the 
local effects at the receiver. The error budget for outdoor GNSS 
positioning can be found in any reference book on GNSS, such 
as in [8, Ch. 11] and [16, Ch. 7]. The ionosphere and the mul-
tipath are usually considered to be limiting factors in the accu-
racy achievable with GNSS. However, the relative importance of 
the different error sources radically changes in an indoor sce-
nario, where thermal noise (including interference if present) is 
by far the greatest problem due to the large line-of-sight (LOS) 
signal attenuation. Unlike what happens in outdoor scenarios, 
ionospheric errors, which can reach the order of tens of meters, 
have secondary relevance because they are exceeded by the 
errors induced by the thermal noise. Multipath propagation is a 
very deleterious factor indoors, and additional effects such as 
the near-far appear as well (a detailed description of these effects 
is provided in the section “Challenging Problems in the 
Reception of GNSS Signals Indoors”). The most widespread 

error mitigation strategies in 
GNSS consist of using differen-
tial techniques and measure-
ments at several frequency 
bands. These strategies are valid 
to combat errors from the first 
two categories mentioned above, 
but they do not offer any protec-

tion in front of locally generated effects (noise, interference, and 
multipath), which are precisely the limiting factors in indoor 
GNSS. This means that the abundance of error-mitigation tech-
niques existing in GNSS is of reduced interest for an indoor 
receiver, and this explains the great importance of using more 
sophisticated signal processing techniques, since they are virtu-
ally the only way to improve the performance of GNSS indoors 
(let alone of the integration with other systems). 

The receiver actually obtains a range measurement that can 
be modeled as 

 di 5 ri 1 c 1dtu 2 dts, i 1 dtP, i 1 dtiono, i 1 dttropo, i 1 dtrel, i 1 dtn, i 2
 (1)

where ri is the true geometric distance between the ith satel-
lite and the receiver, dts,i is the clock bias, dtP, i is the bias 
incurred due to errors in the ephemerides, dtiono, i is the iono-
spheric delay, dttropo, i is the tropospheric delay, dtrel, i is the rel-
ativistic error, and dtn, i represents the contribution of both 
multipath and noise terms. Note that the selection of error 
terms in (1) is only an example that includes the most com-
mon terms considered in the literature, but it does not intend 
to be exhaustive and it does not imply that all the terms in that 
expression are relevant in all cases. The subindex i is added to 
all terms that are satellite dependent. Since the distance mea-
surements di are shifted by the unknown quantity cdtu, they 
are referred to as a pseudoranges. 

The process leading to an estimate of the user’s position, 
ru 8 3xu, yu, zu4T, is called navigation solution. There are essen-
tially two families of navigation solutions, and recently mixed 
solutions have been proposed [17]. In the first one, the position 
is obtained in closed form. The best known representative is the 
Bancroft algorithm [18]. These techniques provide worse accu-
racy than those in the second family, which corresponds to iter-
ative solutions based on the linearization with respect to ru. For 
the sake of illustrating the principles underlying the iterative 
solutions, we present the simplest one, which is based on the 
least-squares fitting between the measurements and the model. 
For this purpose, we can rewrite (1) as 

 d
|

i 5 ri 1 cdtu,  (2)

where d|i, denoted as corrected pseudorange, is computed by 
subtracting from di any possibly available estimates of the right-
hand side terms of (1). The effects that need to be modeled 
explicitly depend on the accuracy sought for the position. 
Residual errors and terms that cannot be estimated, such as 
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dtn, i, are left unmodeled (i.e., removed from the equation). Next, 
the geometric distance is linearized around a tentative value of 
the user’s position, ru,0 8 3xu,0, yu,0, zu,04T, by keeping the first-
order term of the Taylor series 

 ri 1rs, i, ru 2 5 7rs, i 2 ru 7 < 7rs, i 2 ru,0 7  2 1rs, i 2 ru,0 2T
7rs, i 2 ru,0 7  Dr u,  (3)

where we have made explicit the dependence of ri on rs, i and ru, 
and Dru 5 ru 2 ru,0. Using this approximation and stacking all 
of (2) together, for Nsat satellites, we obtain the following matrix 
equation: 

 y 5 HDu, (4)

w h e r e  y 5 3 d|1 2 7rs,1 2 ru,0 7 , c,  d|Nsat
2 7rs,rNsat

2 ru,0 7 4T, 
Du 5 3Dru, cdtu 4, and H is an Nsat 3 4 matrix whose ith row is 
32 11rs, i 2 ru,0 2T/ 7rs, i 2 ru,0 7 2 , 1 4 . It is evident that at least 
Nsat 5 4 satellites are needed to solve (4). If there are more than 
four satellites, the system is overdetermined and the standard 
least-squares solution can be used 

 Du 5 1HT H 221 HTy. (5)

Actually, it is customary to use a weighted least-squares solu-
tion, where the weight of each equation is somehow related 
to the quality of the corresponding measurement. The user’s 
position is updated using (5), and the process can be iterated 
taking the resulting position as the new tentative value 
around which the equations are linearized again. In practice, 
two iterations are normally sufficient to reach the solution of 
the original nonlinear problem even if the first tentative 
position has an error on the order of kilometers. 

GNSS SIGNAL CONSIDERATIONS

SIGNAL MODEL FOR GNSS-TRANSMITTED SIGNALS
The description in this section focuses on the GPS signal. The 
reasons are twofold. First, GPS is the system currently used by 
the majority of commercial satellite positioning devices. 
Second, most features of GPS signals are shared by other GNSS 
systems, and hence the discussion in the following subsections 
is applicable for them as well. 

The signal transmitted by the ith satellite can be expressed 
as 

 sc, i 1t 2 5 a
`

l52`

dl a
Nr21

k50
uk cc,i 1t2kTcode 2 lTd 2 , (6)

where dl 5 521,116  are the data symbols (or bits) transmit-
ted at a rate of Rd 8 1/Td 5 50 bits per second (bps), consti-
tuting the navigation message ; cc, i 1t 2  is the unique 
composite pulse (also known as the primary code or simply 
the code) used by the ith satellite. The subscript  c denotes a 
continuous-time signal to avoid confusion with its discrete-
time counterpart. This composite pulse has a time duration 
(i.e., code period) of Tcode 5 1 ms and it is repeated Nr 5 20 

times within each bit interval, which means that uk 5 1 for 
all k. Instead of repeating the primary code within the bit 
period, a longer spreading sequence can be built in a tiered 
manner by modulating each of the Nr primary codes using 
amplitudes uk 5 521,116, as done for instance in Galileo. In 
that case, uk denotes the kth chip of a so-called secondary 
code with length Nr. 

Actually, sc,i1t 2  is a direct-sequence spread-spectrum (DS-
SS) signal with the composite pulse being formed as 
cc, i 1t 2 5 gNc21

j50 vj,i pc 1t 2 jTc 2 , where pc 1t 2  is a bandlimited rect-
angular pulse and vj, i 5 521, 116 are the pseudo-noise (PN) 
chips with duration Tc that form the signature of the ith satel-
l i t e ,  w i t h  Nc 5 1,023.  T h e  c h i p  r a t e  i s 
Rc 8 1/Tc 5 Nc/Tcode 5 1,023 megachips per second (Mc/s). 

Each GPS satellite transmits several signals of the same type 
as (6). For instance, the one already described would correspond 
to the so-called coarse-acquisition (C/A) signal, which is the one 
used by all GPS commercial receivers. A similar signal to the 
one in (6) is transmitted by GPS satellites in the quadrature 
component using the so-called precision (P) code. The code 
actually being transmitted is indeed an encrypted version of the 
P code known as the P(Y) code, having a chip rate of 
Rc 5 10.23 MHz and a code period slightly longer than 38 
weeks. The result is a ranging signal with a very large spreading 
gain providing outstanding immunity to noise and jamming 
signals. Such a formidable performance is not publicly available 
since the P(Y) code is reserved for military applications only. In 
any case, the common practice in military receivers is to first 
acquire the freely available C/A code (thus the name “coarse-
acquisition”) and then process the P(Y) code. 

For simplicity reasons, we will henceforth omit any subin-
dexes indicating the satellite and the component signal inside 
the satellite. By omitting these subindexes, we just have to keep 
in mind that sc 1t 2  represents a generic signal among the large 
number of signals with similar characteristics simultaneously 
being transmitted by one satellite of the GNSS system. 

SIGNAL MODEL FOR GNSS-RECEIVED SIGNALS
A receiver located outdoors with LOS conditions would receive 
the following continuous-time complex baseband equivalent 
signal, 

 xc 1t 2 5 A0
# sc 111 1 Fd,0/Fx 2 t 2 tc,0 2e j2pFd, 0t 1 wc 1t2 , (7)

where A0, tc,0, and Fd,0 are the complex amplitude, delay, and 
Doppler frequency of the received signal, Fx denotes the carrier 
frequency, and wc 1t 2  includes the contribution of the thermal 
noise, signals from the same or other satellites, replicas of sc 1t 2  
due to multipath propagation, and any other interference. 
Cross-correlation interference with other GNSS signals is 
almost negligible outdoors. This is because the adopted PN 
codes provide more than 20 dBs of interference protection, 
which is large enough to absorb the few dBs of power variations 
among different satellites outdoors. It is important to remark 
that Fd is called the Doppler frequency for convenience. It 
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incorporates not only the contribution due to the relative move-
ment between the satellite and the user’s receiver, but also the 
frequency shift due to the instability of the receiver clock with 
respect to its nominal value. For the former, typical values are 
within 65 kHz for a land vehicle, and twice this value for high-
speed aircrafts [19]. Note also that the narrow-bandwidth 
approximation has not been applied in (7) and hence, the effect 
of the Doppler shift has been taken into account in the complex 
envelope of xc 1t 2 . As we will see later on, the time expansion or 
contraction of the signal, as observed from the receiver, cannot 
be discarded to obtain accurate measurements and it becomes 
even more crucial in indoor receivers. 

The quality of the GNSS-received signal is typically mea-
sured in terms of the so-called carrier-to-noise spectral densi-
ty, C/N0 8 |A0|

2/  2N0,  contrary to the widely adopted 
signal-to-noise ratio (SNR) in communication systems. This is 
mainly because C/N0 is a bandwidth-independent measure, 
and thus, it allows to easily compare different GNSS receivers 
regardless of their bandwidths. Note that in GNSS, the receiv-
er bandwidth is selected depending on the required accuracy 
and the allowed receiver complexity, whereas in communica-
tion systems, it is fixed and determined by the symbol rate and 
the modulation scheme. Typical values of C/N0 $ 44 dB-Hz 
are commonly found in outdoor GNSS working conditions. 

Finally, it is important to mention that probably all GNSS 
receiver implementations are based on digital architectures 
where the input signal is digitized at the very early stages of the 
receiver chain. In this case, the discrete-time representation of 
the signal in (7) becomes 

 x 1n 2 5 A0
# s 111 1 fd,0 /fx 2n 2 t0 2e j2pfd,0 n 1 w 1n 2 , (8)

where x 1n 2 8 xc 1nTs 2 , s 1n 2 8 sc 1nTs 2 , and w 1n 2 8 wc 1nTs 2 , 
with Ts the sampling period. As for the synchronization parame-
ters, t0 8 tc,0Ts and fd,0 8 Fd,0Ts represent the discrete-time 
delay and the discrete-time frequency shift, while fx 8 FxTs 
stands for the discrete-time carrier frequency. Note that Ts will 
be dropped hereafter for the sake of clarity. We define the vari-
able Nscode as the number of samples in one code period, i.e., 
Nscode 8 Tcode/Ts, as it will be used repeatedly later on. 

MAIN DIFFERENCES BETWEEN GPS 
AND OTHER SYSTEMS
From a physical layer perspective, existing GNSS systems can be 
classified into two main categories. On one hand, those GNSS sys-
tems which are based on code division multiple access (CDMA) 
such as GPS, Galileo, and the modernized version of GPS, also 
known as GPS-III. On the other hand, we have the GLONASS sys-
tem adopting a frequency division multiple access (FDMA) instead. 
For the first group of systems, the following distinctive features 
can be highlighted with respect to conventional GPS: 

 ■ A pilot signal is conveyed into the quadrature component 
of Galileo signals (E1, E5a, E5b, E6) and modernized GPS sig-
nals (L1C, L2C, L5) to improve the signal acquisition and 
tracking. 

 ■ Longer spreading codes, also known as primary codes, are 
adopted. For instance, in the Galileo E1 and the modernized 
GPS-L1C and L2C signals, Nc 5 10,230 chips. For the latter 
signal, this code length is only adopted in the in-phase com-
ponent, since the quadrature component carries a different 
code with an even longer length of Nc 5 767,250 chips. 

 ■ Higher chip rates are also adopted, with Rc 5 5.115 Mc/s 
in Galileo-E6 or Rc 5 10.23 Mc/s in Galileo-E5 and GPS-L5. 
For the GPS-L2C signals, however, a slightly lower chip rate 
of Rc 5 511.5 kilochips per second is adopted. 

 ■ Tiered codes are formed by concatenating Nr primary 
codes, which are amplitude sign-modulated according to the 
values uk of the so-called secondary code. 

 ■ Channel coding is introduced to protect the navigation 
message, typically a rate 1/2 convolutional code with con-
straint length seven for Galileo and modernized GPS-L2C 
and L5 signals. LDPC codes are used in the modernized GPS-
L1C signal. 

 ■ Nominally, the received power is slightly higher. For 
instance, in the L1 band, around 1 and 1.5 dB more 
power will be received with Galileo and modernized GPS, 
respectively. 

 ■ New modulation formats are introduced based on the con-
cept of binary-offset-carrier (BOC), which can be understood 
as a signal with rectangular pulses (as in traditional GPS) 
multiplied by a train of narrower rectangular pulses with 
alternated sign. A time-multiplexed BOC (TMBOC) is adopted 
in the modernized GPS L1C signals [20] and a composite 
BOC (CBOC) in Galileo E1 [21]. They both are compliant 
with the multiplexed BOC (MBOC) power spectral density 
agreed by the United States and European Union for the GPS-
III and Galileo compatibility. An alternated BOC (AltBOC) 
signal is adopted in Galileo E5 consisting of four trickily mul-
tiplexed codes that provide a constant envelope signal.
The new features presented above will have an effect on the 

performance and on the implementation of the receiver algo-
rithms, but not on the fundamental operating principles of each 
system, which essentially remain the same. Something similar 
can be said about the GLONASS system, which despite being 
based on an FDMA scheme, transmits a spreading sequence in 
each carrier frequency. Thus, for each subband, a CDMA signal 
has to be acquired at the receiver anyway. The code length of 
this sequence is Nc 5 511 chips for the C/A component and 
Nc 5 5.11 # 106 chips for the P component. The chip rate is 
Rc 5 0.511 Mc/s and Rc 5 5.11 Mc/s, respectively. 

GNSS SIGNAL PROCESSING 
AND RECEIVER ARCHITECTURE
The ultimate goal of any GNSS receiver is to determine the 
user’s position based on the analysis of a set of received signals 
coming from the satellites in view. The procedure to be fol-
lowed, far from being straightforward, consists of several tasks 
to be carried out in a sequential manner. The block diagram for 
a standard GNSS receiver is illustrated in Figure 2. In (a), the 
front-end module is just a generic block that carries out the 
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 signal conditioning in a similar way as it occurs in a communi-
cation receiver (i.e., bandpass filtering, low-noise amplification, 
baseband conversion, and analog-to-digital conversion). In (c), 
the navigation module is in charge of solving the user’s position 
following the conceptual procedure already presented in the 
section “Foundations of GNSS Positioning.” In (b), a set of spe-
cific signal processing modules are required, and these are 
indeed the focus of this section. 

ACQUISITION
Once the input signal has been properly conditioned, the first 
task a GNSS receiver must perform is detecting the satellites 

currently in view. These satellites will serve as the anchor points 
from which the user’s position will be determined, a mission to 
be accomplished by measuring the time it takes for the trans-
mitted signal to reach the user’s receiver. The obtention of this 
time-delay estimate, or at least the provision of a rough initial 
guess, is the primary goal of the acquisition stage. However, 
there are some unwanted effects that further complicate this 
process. The most relevant one is the presence of a Doppler shift 
in the received signal, which forces the acquisition stage to per-
form a two-dimensional (time-frequency) search. This is done 
by correlating the received signal with a locally generated repli-
ca with tentative code-delay and Doppler shift values. Note that 
such a correlation consists in multiplying the input signal with 
the local replica, and then adding together the Nscode samples in 
a code period to wipe off the code and despread the signal. This 
process is carried out within the code despreading module indi-
cated in Figure 3, and it is repeated for all the possible values of 
code-delay and Doppler shift. The signal is then declared to be 
acquired when the magnitude of the obtained correlation 
exceeds the signal detection threshold. The acquisition code-
delay and Doppler shift estimates become those tentative values 
where the magnitude of the signal correlation exhibits the high-
est peak, depicted in its time-frequency representation in Figure 
4. The minimum coherent integration (CI) time within these 
correlations is thus Nscode samples (i.e., one code period) but it 
can be extended in a coherent manner by adding together up to 
NC code periods, as indicated in the acquisition architecture 
depicted in Figure 3. In this figure, integrations are indicated in 
the form of integrate-and-dump (I&D) blocks, which also 
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[FIG3] Acquisition architecture for a GNSS receiver where the integration time has been extended in a noncoherent manner.
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reduce the output rate compared to the input rate in the factor 
indicated inside the block. 

In most outdoor working conditions, the basic CI of just 
one code period (i.e., NC 5 1) is enough for detecting the 
presence of the current satellite being searched. This 
involves just 1 ms CI for the case of GPS-L1 C/A signals. 
Problems arise when moving indoors, since the severe 
attenuation makes it very difficult to detect the received sig-
nals. Such a sensitivity problem can be compensated provid-
ed that a sufficiently long integration time can be used, so 
that the noise can be filtered out. Unfortunately, this state-
ment, which is theoretically valid, cannot be applied in prac-
tice because of the presence of two main limitations that 
prevent increasing NC without bound: 

1) The received signal is data modulated and there is a risk of 
signal cancellation if a bit transition occurs while coherently 
integrating the signal. The average losses due to bit transi-
tions are Lc 1dB 2 5 210 log10 112 1NC Nscode 2 / 13Nsbit 22 , with 
Nsbit the number of samples per bit period. These losses can-
not be avoided since the navigation data bits are still 
unknown at this stage of the receiver. 
2) The received signal is affected by residual frequency 
errors and there is a risk of signal cancellation when CI 
exceeds a given time duration. Such a cancellation can be 
understood by analyzing the SNR gain when integrating NC 
samples under a frequency error FP. The gain is given 
b y  D SNR 1dB 2 5 20 log10 0 sin 1pFPTcode NC 2 / 1sin 1pFPTs 2 0  
210 log10 NC and is depicted in Figure 5. As it can be 
observed in this figure, the smaller the residual frequency 
shift, the longer the CI can be made before the SNR gain 
collapses due to phase wrapping. This effect suggests a 
tradeoff between SNR gain and computational burden, due 
to the fact that reducing the residual frequency shift 
involves performing a finer Doppler search, thus requiring 
more operations to be carried out.

The increase in computational burden is not the only limitation 
of implementing a long CI. Beyond a given point, the presence 
of phase noise due to the oscillator instabilities may also cause 
the coherently accumulated phase to collapse anyway. It is for 
this reason that, for practical purposes, the CI time cannot 
increase without bound. In these circumstances there is no 
choice but to resort to the combination of coherent and non-CIs 
(NCIs) to further extend the overall integration time and 
improve the receiver sensitivity. This process is shown in Figure 
3, where the CI output is squared and  followed by an I&D of NI 
samples to extend the total integration time to NC NI code peri-
ods. The SNR gain is shown in Figure 5. 

TRACKING
From the signal processing standpoint, GNSS receivers are 
essentially extremely accurate synchronizers. The accuracy 
requirements are much more demanding than in communica-
tion receivers dealing with similar bandwidths, since GNSS tim-
ing errors are scaled by c (which is a very large number) when 
converted into ranging errors. It is for this reason that the 

coarse code-delay and Doppler estimates obtained at the acqui-
sition stage must be refined and tracked to accurately follow any 
possible time variation. Such a continuous monitoring of the 
synchronization parameters is performed by the so-called track-
ing stage. Two parallel closed-loop architectures are implement-
ed for this purpose, which are referred to as the delayed-lock 
loop (DLL) for the code tracking, and the phased-lock loop 
(PLL) for the carrier tracking. Both architectures are shown in 
the tracking module depicted in Figure 6. As it can be seen, they 
are indeed the same architectures that can be found in a contin-
uous-transmission (not burst mode) spread-spectrum commu-
nication receiver. 

Being closed-loop schemes, the goal of the DLL and the PLL 
is to obtain fine estimates of the code-delay and Doppler shift 
parameters, respectively, by comparing the input signal with 
the locally generated replica and driving the resulting error sig-
nal to zero. For the case of the DLL, the signal replica is just the 
output of a PN generator that is driven by a numerically con-
trolled oscillator (NCO). For the PLL, the signal replica is 
indeed a complex (in-phase/quadrature component) carrier gen-
erator which is also driven by a carrier NCO. In both cases, once 
the signal replica is correlated with the input signal, the result 
is fed to a discriminator that will output a signal roughly pro-
portional (on average) to the error in the parameter to be 
tracked. As shown in Figure 6, three correlations are indeed 
employed for code tracking: one computed at the prompt or on-
time delay, and the other two located symmetrically before and 
after the prompt one, which are called early and late correla-
tions. This configuration leads to the family of early-late meth-
ods, where the discriminator output is one way or another 
formed by comparing the early and late correlations [16, Ch. 5]. 
The discriminator output is then smoothed with a loop filter 
before driving the corresponding NCO, thus closing the loop. 
This a priori, rather simple architecture has been widely ana-
lyzed in past decades, with several contributions regarding the 
loop filter design [22], coherent and noncoherent 
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 discriminators [16, Ch. 5], and closed-loop performance analy-
ses [8, Ch. 7], [23]–[24]. 

DATA DEMODULATION
When both code and carrier are properly wiped off from the 
received signal, the receiver is ready to recover the navigation 
data bits from where to extract the satellite ephemerides, clock 
correction parameters, the ionospheric model, some health/sta-
tus messages, and time stamps on the received signal. To do so, 
frame synchronization is firstly required to determine the start-
ing point of the words, subframes, and pages of the navigation 
message. Once achieved, information can be retrieved in a 
straightforward manner for the case of GPS, where no coding 
scheme is adopted but just a parity check. For the case of mod-
ernized GPS and Galileo, convolutional or LDPC encoding is 
incorporated and data decoding is required. 

Among the set of parameters that can be extracted from the 
navigation message, the time stamps on the received signal are 
certainly of paramount importance. They are constituted by a 
certain known sequence of bits embedded into the navigation 
message, and they allow the receiver to know the exact time at 
which any point of the signal has been transmitted. In the case 
of GPS, the signal is marked every 6 s using the so-called time-
of-week (TOW) field within the handover word (HOW), and the 

system time scale is known as the GPS time. Decoding the 
HOW is therefore required to know the GPS time reference. If 
for any reason this is not possible, the time stamps will not be 
available and the time-of-arrival of the received signal cannot be 
directly obtained from the signal (workarounds for this problem 
are presented in the section “Synthetic Recovery of the Signal 
Time Stamps”). 

CHALLENGING PROBLEMS IN THE RECEPTION 
OF GNSS SIGNALS INDOORS
Originally designed for outdoor clear-sky operation, GNSS 
receivers are found to fail when moving to indoor environ-
ments. The reason lies in the degradation effects experienced by 
the signal when propagating through the so-called satellite-to-
indoor channel. That is, degradations due to propagation 
through building elements such as the roof, external and inter-
nal walls, floors, or any other indoor obstacle such as moving 
persons or furniture. The effects can be summarized into two 
main parameters [25]: the building entry loss, which accounts 
for the losses due to propagation through the building materi-
als; and the delay/angle spreading, which accounts for the 
reflection, refraction, and scattering that cause a single incident 
ray to be received as an ensemble of clusters of phase-shifted, 
time-delayed, and attenuated paths. From a more practical 
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 perspective, entry losses and time-delay/angular spreadings can 
be understood in terms of three simple and intuitive degrada-
tions, which are also commonly found in traditional wireless 
communications systems: signal attenuation, multipath, and 
near-far effects. 

SIGNAL ATTENUATION
The very first degradation that indoor GNSS receivers have to 
cope with is the severe signal attenuation due to the propaga-
tion through building materials. External building obstacles 
such as the roof or the façade may introduce up to 30 dB of 
attenuation to the refracted signal penetrating indoors. In 
addition to this, a GNSS receiver placed in an inner room 
may be affected by some extra dB of attenuation due to walls, 
furniture, the floor, or any other internal obstacle. Table 1 
presents some indicative attenuation values at the GPS-L1/
Galileo-E1 frequency band for some of the most common 
building materials [26]. 

A myriad of possible working conditions can be found in 
practice when operating a GNSS receiver indoors. However, just 
some simple calculations are needed to understand the chal-
lenge of making a GNSS receiver operate indoors. Let us recall 
that the nominal outdoor working conditions are typically 
C/N0 $ 44 dB-Hz. For an indoor scenario, and depending on 
the building materials and the receiver location within the 
building, attenuation losses ranging from ten to more than 
30 dB can be experienced, as indicated in Table 2. 

In these circumstances, the first question to be asked is 
whether these severely attenuated signals can be reliably detect-
ed. The answer can be found by using a well-known result from 
statistical detection theory, which states that 3 dB are gained 
each time the CI interval is doubled, whereas for non-CI, only 
1.5 dB are asymptotically gained [27]. According to this result, 
the number of CIs, NC, would need to be increased in a factor of 
103 to recover the 30 dB of attenuation introduced by the 
indoor environment. In terms of non-CIs, NI, the situation is 
even worse, requiring the integration time to increase by a fac-
tor of 106. These numbers provide an idea of the cost, in terms 
of acquisition time, that the detection of indoor GNSS signals 
involves compared to the nominal outdoor working conditions. 
In practice, a combination of both coherent and non-CIs is 
adopted, leading to different acquisition sensitivities, as shown 
in Figure 7. 

For the case of time-delay estimation, an indication of the 
achievable performance is provided by the Crámer-Rao bound 
(CRB). For GPS-L1 C/A signals in a deep indoor scenario (e.g., 
C/N0 5 10 dB-Hz) the root mean square error of time-delay 
estimates may be on the order of 30 m [28]. 
Depending on the satellite geometry and assum-
ing all visible satellites to have C/N0 5 10 dB-Hz 
(which is a very pessimistic assumption), this 
time-delay error may turn into positioning 
errors ranging from 60 to 180 m, falling within 
the tolerance margin imposed by legal mandates 
on the location of emergency calls. Thus, at least 

from a theoretical point of view, indoor GNSS positioning 
seems to be a feasible challenge. However, tighter bounds 
such as the Ziv-Zakai bound should be considered to realisti-
cally determine the GNSS time-delay estimation performance 
at very low C/N0  values. 

Regarding data demodulation, an outdoor GNSS receiver 
typically operates with an energy-per-bit-to-noise spectral den-
sity Eb/N0 $ 27 dB, which already provides a quasi-error free 
performance. With indoor attenuation values greater than 
30 dB, the received Eb/N0 falls well below the Shannon limit of 
2 1.6 dB and the navigation data bits cannot be recovered any-
more. This implies missing the satellite ephemerides and the 
time stamps on the signal. The lack of the navigation message 
can be overcome with the AGNSS concept, whereby the naviga-
tion message or equivalent information is sent to the GNSS 
receiver by means of a terrestrial communication system, such 
as a cellular mobile system or a WLAN. The provision of time 
stamps via the communication system is more problematic 
because it requires a very precise synchronization between the 
three parties involved: the navigation/communication receiver, 
the communication network, and the GNSS time. Although 
some of the current networks have the capability of providing 
this synchronization, it is a feature that is preferably not imple-
mented because of complexity and cost issues at the network 
side. The computation of the position in the absence of time 
stamps or synchronization with the network is still possible, but 
as it will be shown later on in the section “Synthetic Recovery of 
the Signal Time Stamps,” the procedure is more complex than 
in a conventional receiver. 

MULTIPATH
The key assumption in the design of GNSS systems is the pres-
ence of perfect LOS between each of the visible satellites and the 
user’s receiver antenna. As it can be seen in Figure 8, this situa-
tion is commonly encountered in clear-sky outdoor conditions, 
but progressively degrades when moving into more problematic 
environments such as the urban canyon and indoor locations. 

[TABLE 1] ATTENUATION OF DIFFERENT BUILDING 
MATERIALS AT 1.5 GHZ [26].

MATERIAL SIGNAL ATTENUATION (dB) 

GLASS 124
TINTED GLASS 10
WOOD 229
ROOFING  TILES/BRICKS 5231
CONCRETE 12243
REINFORCED CONCRETE 29233

[TABLE 2] CLASSIFICATION OF TYPICAL INDOOR WORKING SCENARIOS.

SCENARIO 
ATTENUATION 
LOSSES (DB) 

RECEIVED 
C/N0 (DB-HZ)

EXAMPLE: THE RECEIVED 
SIGNAL PENETRATES THROUGH... 

SOFT-INDOOR 10–2 0 35–25 … A NEARBY WINDOW. 
INDOOR 20–35 25–10 … A REINFORCED CONCRETE WALL. 
DEEP-INDOOR # 35 # 10 … A REINFORCED CONCRETE ROOF 

WITH ASPHALT MEMBRANES.
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The main source of degradation for GNSS receivers is cer-
tainly the presence of either natural or man-made obstacles, 
causing the transmitted signal to be reflected and refracted in 
its way to the receiver end. In these circumstances, the received 
signal is typically composed of phase-shifted, time-delayed, and 
attenuated signal replicas, forming the so-called multipath con-
tribution. Two types of multipath can be distinguished: 

 ■ Coherent multipath denotes those reflections (typically 
specular) that have a time-delay difference (w.r.t. the LOS sig-
nal) on the order of or smaller than the inverse of the signal 
bandwidth and a Doppler difference smaller than the inverse 
of the coherent correlation interval. Coherent multipath is 
often neglected in wireless communication systems in virtue 
of the so-called narrowband fading approximation [29]. In 
GNSS, however, this type of multipath introduces a systemat-
ic error in the time-delay estimation of the aggregate 
received signal and thus, cannot be neglected in practice [30]. 

 ■ Noncoherent multipath denotes those reflections 
(typically diffuse) that arrive with a larger time-delay 
and Doppler shift. These multipath components are usu-
ally exploited in wireless communication systems as a 
source of diversity for improving the overall symbol 
error rate (e.g., as in RAKE receivers for spread-spec-
trum systems [31]). In contrast, noncoherent multipath 
does not play a relevant role in GNSS systems because it 
does not provide any information on the LOS time-delay, 
which is indeed the primary parameter of interest in a 
GNSS receiver.
The impact of multipath depends on several factors such as 

the relative power compared to the LOS signal, and the time-
spread of the overall multipath contribution. These two parame-
ters determine the degree of distortion of the LOS signal, and 
thus the bias in the estimate of the LOS time-of-arrival. To pro-
vide an idea of the order of magnitude of this bias, it can be said 
that for the case of pseudorange measurements, multipath 
errors typically range from tens to hundreds of meters. A more 
dramatic situation occurs when moving to indoor scenarios. In 
this case the LOS component may even not be present, and the 
receiver has no choice but to try to acquire the received signal 
parameters based on a collection of indistinguishable over-
lapped signal replicas. This situation, illustrated in Figure 9, 
challenges the basis of satellite-based positioning because there 
is no reference LOS signal that could provide truthful informa-
tion on the geometric distance between the satellite and the 
user’s receiver. 

In view of these evidences, understanding the underlying 
behavior of indoor multipath becomes a key element for the suc-
cess in making GNSS receivers operate indoors. Several studies 
and measurement campaigns have been conducted with the aim 
of characterizing the so-called satellite-to-indoor channel [25]. 
However, most of these works only address specific aspects of the 
channel, specific environments, or frequency bands other than the 
navigation L-band where GNSS operates. Some of these works are 
briefly summarized next. 

 ■ The envelope of GNSS-received signals was investigated in 
[32] confirming that the probability density function can be 
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modeled as a combination of: a Rice component with LOS 
 signal-to-multipath ratio (SMR) in the range 32, 150 4 corre-
sponding to the LOS signal plus short delay multipath compo-
nents; a Rayleigh component corresponding to multipath rays 
with power Pm where Pm

21 [ 315, 120 4; and a Loo component 
corresponding to LOS signals with log-normal attenuation 
(e.g., due to foliage) plus short delay Rayleigh multipath com-
ponents with Pm

21 [ 315, 20 4. The ratios of  presence of each 
distribution are in the ranges of 30.22, 1 4, 30, 0.78 4, 30, 0.65 4, 
respectively, depending on the particular environment. 

 ■ A measurement campaign in the S-band channel between a 
helicopter and the interior of a building is reported in [25] and 
[33]. Experimental cumulative density functions of the 
received power are provided. A so-called deterministic model is 
presented, which consists in performing a ray tracing analysis 
using the uniform geometrical theory of diffraction. Indoor 
delay spreads ranging from 25 to 200 ns are reported, corre-
sponding to a fading coherence bandwidth of 5 MHz to 
40 MHz, larger than the main lobe bandwidth of GPS-L1 C/A 
signals but on the order of the bandwidth of Galileo signals. 

 ■ Another measurement campaign from a helicopter to the 
interior of a building was conducted in [34], [75], and [76] but 
targeted the specific GNSS frequency band, and provided ana-
lytical models for the indoor channel rather than empirical dis-
tributions. Based on the traditional Saleh-Valenzuela (S-V) 
multipath channel model, some modifications were added to 
reflect directional information to take into account the strong 
dependence of GNSS multipath with the incident angle. 

 ■ By using measured and simulated signals, the contributions 
in [35]–[37] show that the land mobile multipath channel 
model implemented in Spirent simulators [38] can be used to 
generate signals whose performance approaches that of real 
indoor signals with great fidelity. The correlation coefficient 
between simulated power and code-delays with real values is 
always greater than 0.9. 

 ■ A comprehensive characterization of fading and multipath is 
presented in [39] for two indoor environments, a tube walkway 
and the top floor of a four-story building. Experiments were 

done with an ad hoc-developed software that gathers raw signal 
samples from a Nokia front end. This is probably one of the 
best references for a detailed description of the propagation 
effects in indoor GNSS, encompassing some results and experi-
ments already addressed in previous contributions.

NEAR-FAR
Different attenuation values among the signals coming from dif-
ferent satellites is an additional detrimental effect for indoor 
GNSS receivers. This power unbalance problem is also experi-
enced in cellular communication systems where it is widely 
known as the near-far effect. In cellular systems, these power dif-
ferences are due to the disparate possible distances from mobile 
terminals to base stations, leading to different propagation losses. 
On the contrary, all received signals usually hold similar powers 
in outdoor GNSS. But indoors, severe power variations are experi-
enced because of the different attenuation losses incurred by the 
different propagation paths; for instance, one satellite signal may 
come through the window and another may come through the 
ceiling [as shown Figure 8(c)]. 

GNSS signals possess an inherent protection against near-far 
effects that is provided by the use of spreading codes with cross-
correlation margins on the order of 24 2 28 dB (e.g., for GPS-L1 
and Galileo-E1 signals). These cross-correlation values assume no 
bandwidth limitation, and they typically fall down to 20 2 24 dB, 
or even less, when small receiver bandwidths are considered (e.g., 
as in the case of handheld receivers). As it was previously shown 
in the section “Signal Attenuation,” indoor attenuation values 
may range from just a few dB when propagating through a win-
dow, to more than 30 dB when penetrating through concrete 
walls. In these circumstances the inherent robustness of GNSS 
signals is not enough to withstand the near-far effect indoors. 
These effects may lead to the three following situations: weak sig-
nals from  satellites in view are not detected; weak signals from 
satellites in view are detected but the measured pseudorange has 
a huge error; a satellite not in view is declared to be present. The 
latter situation can be easily solved in AGNSS receivers because 
the information about the satellites currently in view is embedded 
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not present.
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into the broadcasted assistance 
message. 

From the application point of 
view, near-far detection is much 
more important than mitigation. 
If the near-far interference on one signal turns out to be unde-
tected, the error in the pseudorange and, hence, in the position 
estimate will be extremely large (e.g., tens of kilometers). If the 
near-far interference is detected but not mitigated, the satellite 
will be declared unavailable and, unless the receiver does not 
have enough available satellites, position fixes will be computed. 
The acknowledgment that the position cannot be calculated at a 
given time instant is not as damaging as a largely erroneous 
information. 

TECHNOLOGICAL CONSTRAINTS
The limiting aspects of GNSS-based indoor positioning are not 
only arising from the propagation environment but also from 
the application and technological boundary conditions. In par-
ticular, there is a clear trend of including GNSS receivers into 
mobile phones and handheld devices, where the use of low-cost, 
low-consumption, small size, and lightweight components is of 
paramount importance. The price to be paid for the use of such 
components is an unavoidable performance degradation in 
terms of clock accuracy and computational power that must be 
circumvented somehow with the design of smarter and more 
efficient signal processing techniques. Some examples of the 
current technological challenges to be faced are summarized in 
the list below. 

 ■ Clocks used in handheld devices are typically temperature-
controlled crystal oscillators (TCXO) whose main commercial 
merits are low cost and small size. However, TCXO clocks 
may compromise GNSS acquisition due to higher long-term 
frequency instabilities and higher sensitivity to temperature 
variations, as compared to other much more accurate clocks 
such as oven-controlled crystal oscillators (OCXO) or atomic 
clocks. The latter offer the best existing stability, but their 
adoption in commercial applications is far from becoming 
reality due to their large cost, size, and power consumption. 
Nevertheless, some miniaturized prototypes are starting to be 
announced [40], [41]. 

In the meantime, TCXO clocks will continue to be widely 
adopted in commercial handheld devices. Signal processing 
efforts have thus to be aimed at coping with the side effects 
of this technology, which can be classified into deterministic 
and random frequency fluctuations. The former are related 
to aging and drifting caused by implementation mismatches. 
They can be fairly modeled with a second-order polynomial, 
where the second-order term represents the aging effect. 
When a priori known, these deviations can be compensated. 
If not, the GNSS acquisition stage has to account for them 
by increasing the search space. For typical TCXO clocks with 
1 part per million (ppm) of frequency stability, this may 
imply to explore an additional 61.5 kHz range. This is par-
ticularly critical for AGNSS receivers that do not perform 

frequency acquisition, since the 
accuracy of the assisted Doppler 
estimates may be completely 
useless due to the receiver inter-
nal frequency deviation. As for 

the random fluctuations of the clock phase, they are the 
result of different random disturbances (i.e., white, flicker, 
and random walk noises) and they cannot be predicted. A 
widely adopted metric for measuring such a short-term ran-
dom fluctuation is the Allan variance, sA

2 1T 2  [42]. It provides 
the standard deviation of accumulated phase error in T sec-
onds of CI as, u3s 1T 2 5 2pFxTsallan 1T 2  [16, Ch. 4]. This 
accumulated phase error is an additional impairment that 
prevents indoor GNSS receivers to implement long CIs, thus 
limiting the SNR gain before signal detection. 

 ■ The number of hardware elements to be implemented in 
GNSS-enabled mobile devices should be kept to the mini-
mum. This leads to the exploitation of software-defined radio 
(SDR) architectures, where digitization is moved closer to the 
receiver antenna and the rest of signal processing is carried 
out with digital signal processors. Some manufacturers are 
currently offering navigation receivers in which the signal 
processing is entirely executed in the processor already pres-
ent in the handheld device (typically an ARM processor). The 
main advantage of this approach is that it provides a high 
level of flexibility for reconfiguring the signal processing 
algorithms via firmware updates, a suitable choice for 
enabling compatibility with future GNSS signals and further 
enhancements to high-sensitivity receivers [43]. The price to 
be paid is a huge increase in the computational load for the 
digital processor, longer latency times, and higher power 
consumption. 

 ■ In the race toward reducing power consumption in GNSS-
enabled mobile devices, the industry target is set below 100 
milli Joules (mJ) per position fix, leaving GPS monitoring to 
a background task with no noticeable user impact on battery 
life [44]. It is thus mandatory to implement all the signal pro-
cessing algorithms in the most power-efficient manner. An 
illustrative example is the extensive adoption of FFT proces-
sors for implementing the correlation between the received 
signal and local code replicas [19]. However, one of the main 
drawbacks of FFTs is their block-processing architecture, 
which poses many difficulties when just a reduced subset of 
correlation bins wants to be calculated [45]. This situation 
appears, for instance, when the signal being tracked is lost 
briefly (e.g., when driving under an overpass). Instead of 
starting the whole acquisition process from scratch again, it 
makes sense to reuse previous knowledge on the received sig-
nal with the aim of reducing the search space and speeding 
up the obtention of a new position fix. A similar situation 
appears for the so-called snapshot or push-to-fix receivers 
(i.e., acquisition-only receivers) typically adopted indoors, 
where long integrations are required. In these type of receiv-
ers no tracking is implemented and position fixes are provid-
ed under demand [46]. Both in the case of outdoor 

FROM THE APPLICATION POINT OF 
VIEW, NEAR-FAR DETECTION IS MUCH 
MORE IMPORTANT THAN MITIGATION. 
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reacquisition and snapshot 
indoor receivers, there is no 
need to compute the full corre-
lation of the incoming signal 
with the local replica as the 
nominal FFT does. Alternatives 
for the calculation of just a few 
correlation lags are being explored with the use of zoom, 
pruning, and fractional FFT methodologies [47]. 

 ■ Another important issue for GNSS positioning is the time-
to-fix (TTF), which represents the time that a GNSS receiver 
requires to provide a position fix. TTFs smaller than 10 s are 
being sought, forcing indoor GNSS receivers to rely on the 
AGNSS concept. AGNSS provides the navigation message at a 
faster data rate than the GNSS satellites do, while adding 
some extra assistance information for helping and boosting 
the indoor acquisition process. Note that in the absence of 
such a help (what is referred to as a cold start), a GNSS 
receiver may require about 1 min before issuing the first 
position fix. This value is reduced down to less than 1 s when 
appropriate knowledge, such as the almanac, ephemerides, 
and a fine-enough initial guess of the user’s position, 
Doppler, and time, is available (situation that is referred to as 
a hot start) [48].

SIGNAL PROCESSING TECHNIQUES 
FOR INDOOR GNSS RECEIVERS

EXTENDED CORRELATION
It is clear that to be eventually able to detect weak signals, 
there is no choice but to accumulate the signal energy during 
long observation intervals. This is the so-called HS-GNSS prin-
ciple, and it is based on improving the receiver sensitivity 
through the use of extended correlations combining coherent 
and non-CIs. Assuming henceforth a digital receiver, extended 
correlations are based on evaluating the following noncoherent 
accumulation: 

 RNC 1t, f 2 8 1
NI

 a
NI21

k50

0RC 1t, f ; k 2 0 2, (9)

where the coherent correlation RC 1t, f; k 2  is defined as 

RC 1t, f; k 2 8 a
:Ak11BNC Nscode21;

n5 :kNC Nscode;
3x 1n2c 1111 1 f/fx 2n2t2modNrscode

2e2j2pfn

 (10)

with c 1n 2 8 cc 1nTs 2  the discrete-time version of the local 
code replica, 5NC, NI6  the number of coherent and non-CIs, 
respectively, and N rscode 8 round 1Nscode 2 . The total integra-
tion or dwell time becomes Ttot 5 NI NC Nscode Ts and the eval-
uation of the extended correlation in (9) depends on the 
tentative time-delay and Doppler frequency shift 5t, f 6. At 
the acquisition stage of a HS-GNSS receiver, the satellite 
under analysis is declared to be present (i.e., it is acquired) 
when RNC 1t, f 2 . g, for a given threshold g specified by the 

user-defined probability of 
false alarm PFA. This detection 
 process automatically pro-
vides coarse estimates for the 
unknown time-delay and fre-
quency shift errors as 

 1 t̂P,0,  f̂d,0 2 5 arg max
t, f

 RNC 1t, f 2  s.t.  max
t, f

 RNC 1t, f 2 . g. (11)

It is important to remark that the time-delay estimates t̂P,0 cor-
respond to the fractional part of the true time-delay t0 within a 
code period. That is to say, tP,0 8 3t0 4 N rscode

 with 3 # 4N the modulus 
N  operation, and tP,0 [ 30, N rscode 2 1 2 . The GNSS receiver has 
to determine the number of elapsed code periods since the signal 
was transmitted, and add this coarse delay to the result from 
(11). This problem is solved at the navigation module of the 
receiver and it will be discussed later on in the section 
“Synthetic Recovery of the Signal Time Stamps.” Not -
withstanding, it is not convenient to select right away the maxi-
mum of (11) as the correct solution because further processing 
to combat near-far effects still needs to be done. 

Finally, it is also interesting to point out that the extend-
ed correlation in (9) can be replaced with the product of two 
consecutive accumulated values for k and k 1 1, respective-
ly. This approach is called differential correlation and it 
offers an average sensitivity gain of 1.5 dB when data bits are 
a priori known [49]. Unfortunately, the assumption of a prio-
ri known data bits barely holds true in most practical indoor 
GNSS receivers, and it is indeed the extended correlation in 
(9) what is mostly implemented. There are, however, some 
limitations regarding the evaluation of (9) that must be 
taken into consideration. 

LIMITS ON THE COHERENT INTEGRATION
It was already introduced in the section “Acquisition” that CI is 
limited to a fraction of the bit interval due to the presence of 
unknown data bit transitions. A common practice is to adopt the 
half-bit method, which consists of using two consecutive pieces 
of signal of Td /2 seconds for implementing two separate CIs [50]. 
This guarantees that at least one of the two integrations will not 
be affected by the bit transition, and a CI of Td /2 can be assured. 
The full-bit method is an alternative approach that exploits the 
cyclostationary properties of the received signal to synchronize 
with the bit transition boundaries and thus be able to perform 
full CIs during the whole bit period [50]. The bit alignment can 
also be achieved by implementing a traditional bit synchronizer, 
which boils down to a multiple hypothesis testing problem where 
each hypothesis is represented by a time shift equal to the prima-
ry code duration. The price to be paid is a high computational 
burden due to the evaluation of all Nr possible hypotheses. 

Even in the case of having bit synchronization, the received 
bits are still unknown to the receiver and some other limita-
tions to extend the CI beyond one bit interval do appear [51, Ch. 
4]. There are data-aided (DA) and non-DA (NDA) signal process-
ing techniques to cope with this problem. DA  techniques 

IT IS CLEAR THAT TO BE EVENTUALLY 
ABLE TO DETECT WEAK SIGNALS, THERE 

IS NO CHOICE BUT TO ACCUMULATE 
THE SIGNAL ENERGY DURING LONG 

OBSERVATION INTERVALS. 
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remove the bit contribution from 
the received signal by using 
some prior knowledge on the 
actual bits being received. This 
prior knowledge can be provided 
by AGNSS servers as part of the 
assistance information, but this 
approach is not the preferred 
solution due to many implica-
tions at the system level. First, the GNSS receiver needs a 
 continuous access to the AGNSS server whenever it wants to 
compute a position fix. Second, the transmission from the 
AGNSS server has to be roughly bit-synchronized with the 
GNSS navigation message as received from the satellites [52, 
Ch. 7]. Otherwise, if the AGNSS assistance data is not used for 
data wipe off, the receiver can keep it and use it later on to com-
pute a position-fix even if at that instant it has no access to the 
communication subsystem. Actually, a current research topic is 
the design of assistance information formats with longer validi-
ty periods so as to reduce the need for connectivity as much as 
possible. In the near future, the existence of pilot symbols in 
Galileo and modernized GPS signals should seemingly allow the 
implementation of DA techniques for extending the CI. 
Unfortunately, the receiver will need to synchronize first with 
the secondary code, which adds an extra and nonnegligible 
complexity to the whole problem [53]. NDA synchronization 
techniques solve this limitation by focusing on the exploitation 
of the statistical properties of the received signal. No explicit 
knowledge on the data bits is required. Although these so-called 
blind methods have been widely studied in the context of digital 
communications, it is not known whether and how they could 
be applied to GNSS signals indoors. This issue constitutes 
another open line of research. 

LIMITS ON THE NONCOHERENT INTEGRATION
In view of the limitations of CI, it might be argued that it 
should be possible to attain the required sensitivity by increas-
ing the non-CI without bound. This argument, although theo-
retically valid, is flawed because of some real-world 
implementation aspects that are generally overlooked in analyt-
ical derivations of conventional receivers. Increasing the num-
ber of non-CIs has two main impacts. First, it can easily result 
in TTF values exceeding far beyond the acceptable user limits. 
Second, it puts some constraints on the required Doppler esti-
mation accuracy, which must be on the order of the total inte-
gration time, Ttot and not on the reciprocal of the CI time as 
usually assumed in communication systems. It is true that the 
amplitude of the correlation peak depends on how accurate the 
Doppler estimate is, but in a positioning receiver, we are not 
only interested in detecting the signal (as it happens in most 
communication systems) but also in determining as exactly pos-
sible the time-delay t0. An error in the determination of the 
Doppler shift has an impact in the baseband signal via the term 
c 1111 1 f/fx 2n 2 t02mod N rscode

2  and it is equivalent to a mismatch 
between the chip duration of the received signal and that of the 

local code replica. When this 
mismatch is carried over a large 
integration interval, the result is 
a small time shift between the 
consecutive correlation peaks to 
be noncoherently integrated, 
which blurs the resulting total 
correlation and introduces a bias 
in the final estimate of t0. 

Although the difference between both chip durations is very 
small in relative terms, the accrued effect may become on the 
order of the chip duration (i.e., 300 m for GPS-L1 C/A signals) 
unless the receiver signal processing algorithms are properly 
dimensioned. 

We have experimentally confirmed that it is necessary that 
Ttot # 2Dt 1Fx/DF 2 , where Dt is the maximum tolerable error 
in time-delay estimation due to errors in the Doppler shift esti-
mation, and DF 5 1/ 12Ts Nscode 2  is the coarse Doppler search 
resolution. Nevertheless, even if a finer Doppler search is imple-
mented, Ttot cannot be increased without bound because the 
true Doppler shift Fd,0 cannot be considered to be constant due 
to clock drift instabilities. The way to overcome this problem is 
by using methods to estimate the clock dynamics, but this solu-
tion is not feasible in handheld receivers. Current clock technol-
ogy limits the integration period to less than 10 s, and it is 
recognized that the development of more accurate and cost-
effective clocks will be a key technological enabler of indoor 
GNSS solutions with increased sensitivity [54]. There are other 
effects that limit the maximum value of Ttot. The satellites, and 
possibly the receiver, are moving during the correlation time. 
However, the result of processing the received signal during Ttot 
seconds is only one single time-delay per satellite. The position 
fix provided by the receiver using these time-delays has an 
intrinsic uncertainty in the time instant to which it corresponds. 
It is a kind of average of the positions along the whole correla-
tion time rather than the position at a specific time instant. The 
same type of ambiguity appears when choosing the time instant 
at which to compute the satellite positions, either the time at the 
starting point of the correlation, at the middle, or at the end. 

EFFICIENT FFT-BASED IMPLEMENTATION 
The correlation between the input signal and the local replica is 
certainly the most time-consuming operation within the acqui-
sition stage. It involves the product of typically thousands of 
samples per millisecond for each of the correlation lags, fre-
quency bins, and satellites to be evaluated. The situation 
becomes even worse indoors, where full CI is sought and bit 
synchronization is desired. Correlations are usually implement-
ed in the frequency domain to avoid such a high computational 
burden. That is, multiplying the frequency domain representa-
tions of both the incoming signal and the local code, instead of 
performing the whole process in the time domain by using 
shifts, multiplications, and add operations. Frequency represen-
tations are obtained using the N-sample fast Fourier transform 
(FFT), an efficient implementation for which complexity 

NEAR-FAR DETECTION TECHNIQUES 
ARE AIMED AT DISCRIMINATING 

BETWEEN THE CORRELATION PEAKS 
CORRESPONDING TO THE DESIRED 
SIGNAL AND CROSS-CORRELATION 

PEAKS CAUSED BY A STRONG 
INTERFERING SIGNAL. 
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 reduces down to O 1N log N 2  operations compared to O 1N 2 2  of 
the traditional discrete-time Fourier transform (DFT) and time-
domain correlation. 

Many FFT-based implementations for the acquisition stage 
of GNSS receivers have been proposed in the literature using a 
snapshot or block-processing perspective [50], [55]–[57]. In 
[51], two algorithms for implementing extended correlations 
are presented, either making extensive use of circular correla-
tions or by using double block zero padding (DBZP) FFT imple-
mentations. The latter approach is also proposed in [58], 
reporting sensitivity values down to C/N0 5 15 dB-Hz. In this 
case, CI is extended over multiple bits by using a bit combina-
tion template that consists of negative and positive ones. CI is 
performed for each combination of bits, and the most likely 
sequence is taken as the one resulting in the highest correlation 
output power. Although a good performance is reported, the 
main drawback of this method is that it is computationally 
intensive and errors in determining the correct bit sequence 
may completely degrade the code-delay and frequency estimates 
due to a severe energy loss at the correlator output [59]. 

In [46], an algorithm was proposed that is capable of provid-
ing a full bit-interval CI without any prior knowledge about bit 
transitions. The so-called double-FFT method can be efficiently 
implemented with only simple operations such as additions, 
products, circular shifts, and the extensive use of FFT proces-
sors. Moreover, it can also be understood as the optimal time-
frequency matched filter to the input signal, and the steps to be 
followed are described next. 

FFT-BASED CODE CORRELATION
The first step is to take a block of samples with a duration of 
two bit periods to assure that a whole bit will be contained 
within the block. Then, pieces of 2Nscode samples taken every 
code period are column-wise stacked to build a matrix, 

Ml [ C2Nscode3 12Nr212, as shown in Figure 10, with the subscript 
l corresponding to the bit interval being processed. The matrix 
Ml will be used in the FFT-based correlation, which is imple-
mented via the overlap-save method. This method offers an 
efficient way of performing a blockwise correlation/convolu-
tion operation between a continuous stream of samples and a 
finite length data block [60]. 

Because of either residual Doppler or a noncommensurate 
sampling rate, the received signal code period may result in a 
noninteger number of samples per code, Nscode. This effect 
causes some uncertainty when filling the columns of Ml, since 
it is not clear at all what the true first sample of each code 
period is. The easiest solution is to Nrscode 8 round 1Nscode 2  and 
start filling each column of Ml at multiples of this value. 
However, proceeding in this way introduces a small time-delay 
error that propagates from column to column. This time delay 
will cause the correlation peaks not to be aligned with each 
other, and a penalty loss will occur later on, when all peaks are 
added together. It is a similar effect to the correlation blurring 
already mentioned when discussing the limits on the non-CI 
in the section “Limits on the Noncoherent Integration.” To 
have an idea here on the order of magnitude of the incurred 
error, it suffices to say that typical sampling rates provide two 
to four samples per chip, which for the most optimistic case, 
provides the equivalent of 75 m of distance from sample to 
sample in GPS-L1 C/A signals. Thus, subsample roundoff 
errors may bias the current pseudorange measurement in 
637.5 m. To avoid such a peak misalignment, interpolation 
techniques must be applied onto each column of Ml prior to 
the FFT-based correlation. These techniques can easily be 
implemented in the frequency domain by the element-wise 
product of each column of Ml with an appropriate set of com-
plex exponentials, which represent the phase shifts incorporat-
ed in matrix Tl. 
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. . . . . . 
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[FIG10] Procedure to fill the data matrix Ml used in the double-FFT HS acquisition algorithm in [46].
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When the FFT-based correlation is done, the resulting time-
domain correlation samples are stacked into a matrix 
Yl 1 fi 2 [ C 2Nrscode3 12Nr212. The overall process can be mathemati-
cally formulated as [61] 

 Yl 1 fi 2 8 F H C1FMl 2  ( Tl ( A1Ji Fc 2 # 12Nr21
T BD, (12)

where fi 8 iD f 2 Fd, max is the tentative Doppler being tested 
with i 5 50, 1, c, Nf bins216  and Fdmax is the maximum 
Doppler shift. F is the DFT matrix (i.e., in practice, an FFT 
operation), ( the Schur-Hadamard or element-wise product, 
#  the Kronecker product, c the vector of samples with the 

GNSS code, 1N an 1N 3 1 2  all-ones vector, and Ji applies a cir-
cular shift of i samples. Note that circularly shifting i samples 
into the frequency representation of the GNSS code can be 
viewed as a frequency shift of iD  f. Typically for indoor GPS-L1 
receivers, D f 5 500 Hz. Even when assistance information is 
available, a few coarse Doppler bins are scanned to account for 
the possible clock drift of the receiver. For handheld receivers 
with 1 ppm clock stability, it involves Fd,max 5 1.5 kHz and 
Nf bins 5 7. 

FULL-BIT COHERENT INTEGRATION
Once Yl 1 fi 2  is available, the next step is to search for the bit 
transition to perform a full-bit CI. The process is illustrated in 
Figure 11, where a sliding window of one bit duration is used to 
coherently integrate the correlation outputs by moving in steps 
of Nscode samples. The step indexation for the bit transition 
search is indicated as m 5 50, 1, c, Nr216. Note that due to 
the overlap-save correlation method, just the upper half of Yl 1 fi 2  
does really correspond to the circular correlation and the lower 
half can be discarded. Moreover, the CI to be carried out by the 
sliding window needs to be done for different fine frequency 
shifts, which calls for the use of a row-wise FFT within the win-
dow, as indicated in Figure 11. The size of this second FFT is the 
column size of the sliding matrix, Nr, but usually Nr additional 
zeros are appended to each row and a zero-padded 2Nr-FFT is 
carried out instead. This provides a finer frequency resolution of 
D ffine 5 1/ 12Nr N rscodeTs 2 . For the case of GPS-L1 C/A signals 

1Nr 5 202 , the fine frequency resolution of this acquisition 
method becomes 25 Hz. 

The result of the second FFT is a matrix Rl 1 i, m2 [ CNscode32Nr 
with i the coarse Doppler bin, l the bit period, and m the bit 
transition position under analysis. Since this process must be 
repeated for all the coarse time-frequency hypotheses 5i, m6, 
and during many bit intervals in a noncoherent manner (to be 
described in the next step) the output samples need to be conve-
niently stored in a 3-D matrix Rl 1 i 2  with dimensions 
1N rscode 3 2Nr 3 Nr 2 . This matrix is also referred to as the 
acquisition hypercube in [46], and it contains the required data 
for issuing a final decision regarding the acquisition of the satel-
lite under analysis. 

NONCOHERENT INTEGRATION
The final step in the FFT-based acquisition method of [46] involves 
increasing the overall integration interval by means of noncoher-
ent accumulations. This is done by accumulating the squared val-
ues of the acquisition hypercube matrices for consecutive bit 
periods 

 RNC 1 i 2 8 1
NI
a

NI21

l50
|Rl 1 i 2 |2. (13)

Finally, the maximization in (11) can be reformulated as a grid-
search process 

 1m̂0, t̂P,0, î0, f̂P,0 2 5 arg max
m,tP , i, fP

3RNC 1 i 24 tP, fP, m 

 s. t max
m,tP , i, fP

3RNC 1 i 24 tP, fP . g, (14)

where m 5 50, c, Nr216 searches for the bit transition align-
ment, tP 5 50, c, Nrscode216 for the residual time-delay within 
one code period, i 5 50, c, Nf bins216 for the coarse Doppler 
bin, and fP 5 50, c, 2Nr216 for the fine frequency bin. The 
coordinates of the maximum peak in (14) provide the Doppler 
shift and time-delay estimates for the received signal. In par-
t i cular,  F̂d,0 5 î0

# D f 2 Fd,max 1 f̂P,0
# D ffine  (Hz) whereas 

t̂0 5 m̂0 Nrscode 1 t̂P,0 1 tambig (samples), with some remaining 
ambiguity tambig that must be solved by using the time stamps on 

[FIG11] Parts (a)–(c) show the procedure for coarse bit synchronization in the double-FFT HS acquisition algorithm.
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the navigation message or the method described later on in the 
section “Synthetic Recovery of the Signal Time Stamps.” 

FINE ACQUISITION
The determination of the correct peak in (14) has to be done 
as accurately as possible and, for the sake of simplicity, it is 
often reasonable to perform first a coarse search followed by a 
more accurate one. Unlike conventional receivers, where 
acquisition is followed by tracking, in HS-GNSS receivers no 
tracking is usually implemented but rather a snapshot-based 
(i.e., acquisition only) architecture. The lack of tracking does 
not imply that the acquisition process finishes when (14) is 
solved, but on the contrary, further refinements are still to be 
carried out in the so-called fine-acquisition stage. 

The goal of fine acquisition is to improve the accuracy of 
the grid search estimates provided by (14), which is intrinsi-
cally limited by the FFT-based acquisition architecture. For 
instance, the resolution of the fine Doppler estimate depends 
on the reciprocal of the second FFT length, and the resolution 
of the residual time-delay estimate is limited by the sampling 
period. The latter estimate, the residual code-delay, can indeed 
be refined while keeping the sampling rate constant. The next 
two different approaches can be followed. 

RESAMPLING
It consists of recalculating some correlation points around the 
code delay estimate provided by (14) using the formal definition of 
the extended correlation introduced in (9). This recalculation 
(using the linear correlation instead of the circular one) is done at 
the end of the acquisition process because it is then when we have 
available an estimate of the Doppler shift f̂d,0. Some few new corre-
lation points can be recalculated more precisely because the local 
replica can incorporate the Doppler shift estimate both in the car-
rier and in the PN code. 

ALGEBRAIC CORRECTION
It is an alternative approach that considers the Doppler effect on 
the code as a time-delay. Thus, once the Doppler shift is known at 
the end of the acquisition stage (both in its coarse and fine contri-
bution), the code-delay estimate t̂0 can be refined by applying a 
correction term that takes into consideration the delay produced 
by the presence of a residual frequency error during the whole 
extended correlation interval in (9). The corrected time-delay 
results in 

 t̂0, ac 5 t̂0 1
f̂d,0

fx
 
NI NC Nscode

2
. (15)

After either resampling or algebraic correction, the 
available correlation values around the new maximum peak 
can be interpolated for determining the position where the 
true correlation peak is located. It is the amplitude of these 
more accurate points that is crucial rather than their time-
domain positions, since any amplitude error will eventually 
appear as an error in the position of the maximum peak 

after interpolation. This is why a finer grid in the time 
domain is not needed. Any interpolation method, such as 
polynomial or bandlimited techniques, may be used. We 
advocate using a piecewise linear interpolator that fits a tri-
angle to three refined correlation points and computes the 
position of the vertex. That is, 

t̂0, interp

5 t̂01
1
2
 

RNC 1t̂011, f̂d,0 22RNC 1 t̂02 1, f̂d,0 2
RNC 1 t̂0, f̂d,  0 22 min5RNC 1t̂0 1 1, f̂d, 0 2 , RNC 1 t̂021, f̂d, 02 6 .

 (16)

It has been shown that this simple interpolator yields an accuracy 
comparable to that of more sophisticated methods at a reduced 
complexity, and it approaches the Cramér-Rao bound [28]. 

NEAR-FAR DETECTION AND MITIGATION
Near-far detection techniques are aimed at discriminating 
between the correlation peaks corresponding to the desired 
signal and cross-correlation peaks caused by a strong interfer-
ing signal. As such, the most appropriate step at which near-
far detection must be implemented is the acquisition stage, 
where the acquisition hypercube is still available and plenty of 
correlation samples can be used for statistical analyses. 
Indeed, one of the common approaches for near-far detection 
is based on the different statistics of the squared cross-correla-
tion samples RNC 1t, f 2, in the presence and in the absence of 
near-far. When near-far is absent, the statistics of RNC 1t, f 2  for 
|t 2 t0| . Tc are dominated by thermal noise. They follow a x2 
distribution, and the probability that RNC 1t,f 2  surpasses a 
given threshold gnf  can be calculated exactly. When near-far is 
present, the statistics of RNC 1t,f 2  are dominated by the cross-
correlation between the interfering signal and the code repli-
ca, resulting in a statistical distribution with heavier tails that 
differs much from the previous one. Many correlation peaks 
will now surpass the previous threshold gnf, thus violating the 
surpassing probability and making explicit the presence of 
near-far [28]. 

For low-complexity handheld receivers, there are simpler 
ways to take advantage of the statistical differences in the 
absence and presence of near-far. For instance, near-far may be 
declared when the distance between the two largest correlation 
peaks in the acquisition hypercube is less than a given thresh-
old [62]. Preliminary results show that this method is simpler 
and performs slightly better than relying on the probabilities 
of threshold surpassing. Another approach in [63] exploits the 
frequency and time variation of near-far due the time variation 
of relative delays and frequency shifts across satellites. This 
suggests that near-far detection has to be repeated for each 
coarse and fine Doppler shift, and for each bit alignment 
hypothesis in (14). In any case, the design of near-far detectors 
and the characterization of their probability of detection and 
false alarm constitutes an open problem. The statistical char-
acterization of near-far is very difficult, and it remains to be 
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known the goodness of the proposed approximations in real-
life working conditions. 

Once near-far detection has been applied to the acquisition 
hypercube, the typical situation is that only one or none of the 
candidate peaks will be declared free of near-far. Nevertheless, 
if more than one peak is considered not to be caused by near-
far, the one with the largest amplitude with respect to the first 
threshold should be selected. If near-far is detected in all the 
candidate peaks, the signal may be cleaned using near-far miti-
gation techniques as shown in Figure 12. Existing proposals 
inherit the existing background in multiuser detection tech-
niques for CDMA wireless communications. The common 
approaches are based on the idea of successive interference 
cancellation (SIC), where the strongest satellite signals are first 
detected and then removed one after another from the overall 
received signal [64], [28]. Parallel implementations (PICs) [65] 
and subspace projection methods [66] have also been proposed, 
but the required complexity is much higher and their practical 
application is compromised by the limited computational 
power of most commercial receivers. It is for this reason that 
before using any of these computationally demanding algo-
rithms, it seems reasonable to try first to identify those satel-
lites whose acquisition is envisaged to be interfered by other 
more powerful ones. This can be done by measuring the 
received signal strength (see the section “Signal Strength 
Measurement”). After this identification process one can decide 

either to discard the affected satellites, 
which is often enough, or to rescue them 
by applying near-far mitigation tech-
niques. For the latter, research onto 
 low-complexity near-far mitigation tech -
niques is still an open research line. 

The near-far problem has been reduced 
with Galileo and modernized GPS signals 
due to the adoption of longer spreading 
codes that provide between 6–30 dB of 
increased cross-correlation protection. The 
range is so wide because it depends on the 
signal component to be considered and on 
whether coherent correlation extends to 
the complete secondary code or only to the 
primary one. Notice however that this gain 
is obtained at the price of a more complex 
coarse acquisition (i.e., two codes must be 
acquired, the primary and the secondary). 
Altogether it is not clear if one gain will be 
offset by this and other disadvantages, and 
hence to which extent Galileo and modern-
ized GPS will make possible the develop-
ment of better and simpler indoor 
receivers. 

SIGNAL STRENGTH MEASUREMENT
Measuring the received signal strength is 
an essential part of any GNSS receiver. It is 

required, for instance, when computing the user’s position based 
on the set of available time-delay estimates. In this case, a weight-
ed least squares (WLS) approach is adopted, where the time-delay 
estimate from each satellite is weighted by the square root of the 
corresponding signal strength. Signal strength monitoring is also 
required as a form of lock detection in GNSS tracking loops, to 
ascertain whether the GNSS signal is being tracked or not. For 
HS-GNSS, near-far mitigation techniques often make use of signal 
strength estimates, which are used to distinguish between weak 
and strong satellites, and thus are able to detect potentially harm-
ful interference sources to the acquisition of weak signals. 

Being related to the SNR, signal strength estimates in terms 
of C/N0 suffer from the same limitations of SNR estimates. That 
is, they are generally biased and exhibit a large variance due to 
their implementation as ratios of quadratic forms. The way to 
overcome this limitation in practice is to increase the processed 
signal length until bias and variance are much smaller than the 
actual values of SNR or C/N0 to be measured. However, as it 
occurs at the acquisition stage, this approach may be not feasible 
at all because the required signal length may be too large. An 
important limitation of C/N0  estimators is their poor performance 
when implemented in indoor GNSS receivers, where biases on 
the order of 20 dB are commonly found. The reason for such a 
degradation lies in the very fundamental structure of most C/N0 
estimators. They are based on a coherent post-correlation 
approach where C/N0 is estimated at the correlation output, 
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[FIG12] Example of near-far corrupted correlation samples as a function of t (in chips), 
before and after applying the near-far mitigation technique in [28]. The weak signal 
corresponds to the GPS-L1 SV6 with C/N0 5 20 dB-Hz and there are two strong signals, 
GPS-L1 SV3 with C/N0 5 55 dB-Hz and GPS-L1 SV17 with C/N0 5 50 dB-Hz. 
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where both code-delay and 
Doppler shift are optimistically 
assumed to have been accurately 
compensated [67]. This is the 
case, for instance, of the well-
known narrowband-wideband power ratio (NWPR) method in [8, 
Ch. 8], with the C/N0 being estimated as 

 a Ĉ
N0
b

NWPR
8

1
Ts

 
m̂NP 2 1

Nc 2 m̂NP
,  (17)

where m̂NP 8 11/K 2  gK
k51NPk is the mean of power ratios defined 

as NPk 8 NBPk/WBPk, with NBPk 8 |gNC21
i50 RC 1 t̂0, f̂d,0; i 2 |2 and 

WBPk 8 gNC
21

i50 |RC 1 t̂0, f̂d,0; i 2 |2 the so-called narrowband and 
wideband powers, respectively. Apart from the residual errors 
in the delay and Doppler estimates, which degrade inevita-
bly the accuracy of the NBP and WBP metrics, the main 
problem with (17) is that NBP and WBP are too noisy esti-
mates of the corresponding powers due to a lack of suffi-
cient averaging. Note that these parameters take only into 
account Nc coherent correlations, and the averaging cannot 
be extended further because of the limitations presented in 
the sections “Acquisition” and “Extended Correlation.” At 
this point we already know that in indoor usage noncoher-
ent correlations are needed to obtain an acceptable level of 
signal growth above the noise. So, the question is to devise 
a C/N0 estimator that makes use of the non-CIs. The follow-
ing noncoherent postcorrelation estimator has been pro-
posed in [68]: 

 a Ĉ
N0
b

NC
8

RNC 1 t̂0, f̂ d,02 Bn 2 NC Nscode P̂/Ts

1NC Nscode 2 2P̂ 2 RNC 1 t̂0, f̂d,02  (18)

with Bn the receiver noise bandwidth and P̂ an estimate of the 
input signal power. This estimator employs only quantities 
that are readily available in an indoor receiver and thus it does 
not require any additional complexity. The bias is found to be 
smaller than 1 dB-Hz for all possible values of C/N0 down to 
the receiver sensitivity (normally between 10 and 20 dB-Hz), 
and the variances become very close to the CRB for large C/N0 
values [28]. 

Some other estimators have been proposed in the literature 
where the relationship between some intermediate values com-
puted in the receiver and C/N0 are exploited. The interested 
reader may find a valuable summary of these and other tech-
niques in [69]. 

SYNTHETIC RECOVERY OF THE SIGNAL TIME STAMPS
As already discussed in the section “Signal Attenuation,” one of 
the consequences of operating GNSS receivers indoors is the 
impossibility to decode the navigation message and thus, to 
retrieve the signal time stamps. Without this information, 
indoor GNSS receivers are not able to refer their time-delay 
estimates to the absolute GNSS time scale, causing the result-
ing pseudoranges to be ambiguous. Actually, the ambiguity rep-

resents the shift between the 
signal features that the receiver 
is able to observe at low SNR 
(e.g., the start of the PN code or 
the bit edges) and those that 

cannot observe (i.e., the time stamps conveyed by the naviga-
tion message). The value of the ambiguity is a multiple of a 
given basic distance, which is determined by the specific signal 
structure, since it is this structure that defines the possible sep-
arations between the observable and nonobservable features. 
For the case of GPS-L1 C/A, the ambiguity is a multiple of 
approximately 6,000 km (the distance equivalent to one bit 
period of 20 ms duration) or 300 km (the distance equivalent to 
one code period of 1 ms duration) depending on whether the bit 
synchronization has been implemented and achieved or not, 
respectively. 

In terms of the mathematical formulation presented in the 
section “Foundations of GNSS Positioning,” the measured pseu-
doranges in (1) can be expressed as

 di 5 ri 1 ki Damb 1 cdtu 1 cdtn, i ,   (19)

where ki is an a priori unknown positive integer, Damb is the 
basic ambiguous distance (e.g. the 300 or 6,000 km previously 
mentioned). Due to the ambiguity, di are called fractional 
pseudoranges. 

A possible way to obtain the value of ki is based on the fact 
that the disturbances cdtP,i are usually much smaller than Damb. 
Assuming also that an approximate value ri,0 of the range is 
available, the values of ki can be readily computed by rounding 
the difference 1di 2 ri,0 2 /Damb. Note that having such an approxi-
mate a priori value of ri is not a problem because the uncertain-
ties in the satellite position rs, i and the receiver position ru are 
much smaller than Damb thanks to the assistance information. 
This way of fixing the values ki implies that dtu represents the 
fractional part of the clock offset, and it is necessarily confined 
within 32 0.5 Damb/c, 0.5Damb/c 2 , otherwise the factors ki would 
not be unique. 

It may seem that once the values of ki are determined, the 
position determination falls back to the conventional case 
described in the section “Foundations of GNSS Positioning.” 
However, there is a key subtlety that completely changes the 
navigation solution. The satellite position used in the computa-
tion of ri shall be the satellite position at the transmit time of 
the signal, that is, rs, i1ts, i 2 . The transmit times ts, i are not known 
because the time stamps are not available at the receiver. The 
navigation solution with unknown transmit times is a topic that 
would deserve a full paper by itself. To the authors’ knowledge 
the best treatment of this issue can be found in [52, Ch. 4]. We 
are going to describe here two techniques representative of two 
families of solutions available. In all cases, the underlying basic 
principle is the fact that even in the case of measuring fractional 
pseudoranges, in the absence of measurement disturbances 
there is a unique position and time combination for which the 
fractional pseudoranges could have been observed. 

MEASURING THE RECEIVED SIGNAL 
STRENGTH IS AN ESSENTIAL PART OF 

ANY GNSS RECEIVER.
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The algorithm in [70] is an exact but brute-force solution of 
a least-squares problem with an integer unknown. It is simply 
based on an enumeration procedure, where the least-squares 
problem is solved for all possible values of the integer variable, 
and the one providing the smallest residual is selected. In our 
case the integer variable is given by the ambiguity in the trans-
mit times ts,i of the satellites, where the ambiguity is a multi-
ple of Damb/c, but it is not ki. Note that the ambiguity in the 
transmit times is the same for all satellites, unlike what hap-
pens with ki, that is the ambiguity is each pseudorange and is 
satellite dependent. Actually, the computation of ki is a very 
easy step, since it involves only a rounding operation, that pre-
cedes the actual solution of the navigation equations, so it 
comes before the brute-force algorithm that we are explaining 
here and also the computationally simpler described below. It 
can also be seen that the ambiguity in the transmit times is 
caused by the fact that any shift multiple of Damb/c applied to 
both the transmit time and the receiver offset affects the right-
hand term of (19) only through ri but not through dtu, since 
the shift of the latter can be absorbed by ki. The algorithm 
involves therefore a one-dimensional search, where time 
uncertainty range is divided in multiples of Damb/c. For each 
multiple, the transmit times of each satellite are shifted by this 
amount, and they are used to compute the satellites positions. 
Note that the unshifted value of each transmit time is obtained 
from the time associated to the observed signal features, which 
is corrected by ki Damb/c. For each set of satellite positions, a 
system formed by several equations like (19) is solved, using 
for instance the linearization algorithm presented in the sec-
tion “Foundations of GNSS Positioning” and the time shift 
candidate showing the best match between the model and the 
measurements is retained. 

A computationally simpler algorithm had been earlier pro-
posed in [71], which is probably the first work addressing the 
issue of GNSS positioning without time stamps. Unlike the pre-
vious technique, in this case there is no need to explore several 
hypotheses. The basis is to linearize the dependence of ri with 
the transmit time as follows: 

 ri 1rs,i 1ts, i2 , ru 2 < ri 1rs,i 1ts,i
0 2 , ru 2 1

'ri

'ts,i
Dts,   (20)

where ts,i
0  is the unshifted value of the transmit time, the deriva-

tive of the distance with respect to the transmit time 'ri/'rs,i is 
by definition the radial velocity of the satellite vi, and 
Dts 5 ts, i 2 ts, i

0 . The key aspect is that Dts does not depend on the 
satellite index i as explained above. After replacing ri in (19) 
with (20), and linearizing ri also with respect to the tentative 
user’s position ru,0, as done in the conventional method 
described in the section “Foundations of GNSS Positioning,” we 
obtain 

 di 2 ri 1rs,i 1ts,i
0 2 , ru,0 2 2 ki Damb

 5 2
1rs,i 1ts,i

0 2 2 ru,0 2T
7 rs,i 1ts, i

0 2 2 ru,0 7  Dru 1 vi Dts 1 cdtu ,  (21)
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where the measured or computed values are on the left-hand 
side and the unknowns are gathered in the right-hand side, 
neglecting the noise term dtP, i. Therefore, the set of navigation 
equations can still be formulated as y 5 HDu, with an appropri-
ate redefinition of the terms. Basically, the new observation 
matrix H contains an extra column with the velocity of each 
visible satellite, and the new vector of unknowns Du contains a 
fifth unknown representing the uncertainty in the transmission 
time, Dts. This method provides the advantage of a reduced 
complexity without any performance degradation compared to 
the first algorithm [72], but this is counterweighted by the fact 
that at least five satellites in view are required to solve the 
user’s position. It is also interesting to note that the set of 
velocities vi can readily be obtained by either calculating varia-
tion of the satellite position between two consecutive time 
instants or using the receiver estimates of the Doppler frequen-
cy shift. The latter option is often preferred thanks to a higher 
stability and simplicity. In either case, there are however some 
initialization conditions required for the algorithm to converge 
(note that the process is iterated by taking the computed user 
position as the new ru,0). Although there is a tradeoff between 
the required position and time initial accuracy, one can say that 
approximately the first tentative value of the user’s position 
must be within 100 km of the true position, and the error in the 
user clock with respect to the GNSS time, and hence also in the 
transmission time, must be smaller than two minutes. With 
such a maximum error in the user’s position, the determina-
tion of ki is not troublesome at all since the accuracy require-
ment to be able to compute those values are much looser 
(i.e., 300 km or more). 

INDOOR GNSS RECEIVER ARCHITECTURE
All the signal processing techniques presented so far must be 
applied according to a state machine that takes into account the 
variety of situations found in a real scenario. The architecture 
and flow diagram of a possible receiver implementation is 
depicted in Figure 13, which has been tested in the framework 
of the ESA funded project “Signal Processing Techniques and 
Demonstrator for Indoor GNSS” (DINGPOS) [61]. Results 
showed that it is possible to acquire GNSS signals down to C/N0 
values of 15 dB-Hz and achieve at the same time a positioning 
accuracy of a few tens of meters. Research on GNSS does not 
conclude with the improvement of processing algorithms for 
GNSS signals in general, which has been the focus of this arti-
cle. There are many other topics for further research, such as 
optimal ways of combining multifrequency/multiconstellation 
measurements, improved processing algorithms at observable 
level, and the use of carrier-phase measurements for enhanced 
accuracy in harsh environments, which include also challenges 
in the broad field of signal processing. From the receiver archi-
tecture point of view, it is interesting to point out that concerns 
on receiver complexity exacerbate when combining multifre-
quency/multiconstellation measurements, which provide two 
additional degrees of diversity and thus increase the total num-
ber of signals to work with [73]. With more signals to be pro-

cessed, and longer integration periods for achieving 
high-sensitivity, the implementation of efficient indoor signal 
processing techniques arises as another challenge to be faced. 
In this regard, the extensive use of FFT processors is envisaged 
as the most cost effective solution to this problem. In line with 
this topic, the section “Efficient FFT-Based Implementation” 
has presented an efficient HS-GNSS receiver architecture that 
performs all the necessary tasks employing only FFT blocks and 
basic operations. This approach is also aligned with the progres-
sive adoption of graphics processor units for GNSS signal pro-
cessing, offering a formidable computational power specifically 
tailored to carry out massive FFT operations [74]. 

In any case, the search for more accurate and reliable indoor 
positioning is not brought to an end by the improvement in 
GNSS only, but there are many other technologies that are suit-
able and complementary to GNSS, such as WLAN, inertial sen-
sors, and ultrawideband signals. The integration of these 
technologies and the definition of a complete solution for seam-
less, cost-effective, and robust indoor positioning still remains 
an open problem and an active field of research today. 

CONCLUSIONS
In this article, we have presented the foundations of existing 
and planned GNSS systems, putting special emphasis on their 
signals and receivers. We have provided an overview of the pro-
cesses that have to be performed to eventually obtain a position 
fix starting from the electromagnetic waves transmitted by sat-
ellites. The analysis of these processes shows that signal pro-
cessing tasks abound. Sophisticated signal processing 
algorithms are even more necessary when one intends to 
extend the use of GNSS beyond the limits of their original 
designs. This is the case of indoor positioning, where the 
receiver faces extreme signal attenuation, the presence of mul-
tipath, and near-far effects. Combating these indoor-related 
effects is the starting point for the existing challenges in 
indoor GNSS signal processing. Multipath detection and miti-
gation arises as one of the most difficult problems to be tack-
led. Unlike outdoors, where available methods attempt to 
cancel out the multipath contribution beyond the LOS compo-
nent, no LOS component may even be present indoors, and 
multipath cancellation should be combined with multipath 
energy extraction to increase the available C/N0. In that sense, 
further research is also required for allowing unbiased C/N0 
estimation indoors. This will help the receiver discriminate the 
strongest satellites’ signals and improve the navigation solu-
tion by using accurate C/N0 measurements. Another open 
problem is the exploitation of sinergies between different stag-
es of the receiver, allowing, for instance, the exchange of soft 
information between the acquisition and navigation modules. 
Regarding the exchange of data, and as already discussed in the 
section “Indoor GNSS Receiver Architecture,” indoor GNSS 
receivers are expected to operate in cooperation with other sys-
tems, as a way to circumvent and to cope with many of the 
adverse indoor propagation impairments being experienced by 
GNSS signals indoors. Thus, challenges also appear on the 
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hybridization of multisensor measurements for the provision 
of seamless and ubiquitous positioning. 

Finally, it is important to remark that the use of GNSS in 
indoor environments, which is the main focus of this article, 
has generated an intense research effort since there is an indis-
putable user and commercial demand for it. Most of this effort 
has been undertaken by the communities traditionally working 
on GNSS. In this article, we have tried to cast some of the out-
standing challenges in the form of detection, estimation, and 
digital receiver implementation problems to present them in a 
way that is familiar to the signal processing community and to 
attract its attention. We believe that there are still many ques-
tions where our community can provide innovative solutions. 
We hope that this feature article will serve to unveil the core 
features of indoor GNSS signal processing, allow the reader to 
proceed with the development of new algorithms, and, eventual-
ly, to spark new research on the topic. 
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